Evaluating and Enhancing
Reasoning Capabilities of LMs

Guest Lecture: Vasudha Varadarajan

Slide credits: Yash Kumar Lal, Andrew Schwartz, and Vasudha Varadarajan



Overall NLP Concept
I. Syntax
Introduction to NLP; Tokenization; Words Corpora

One-hot, and Multi-hot encoding. Parts-of-Speech;
Named Entities;

Parsing; Verbal Predicates;Dependency Parsing

Il. Semantics
Dependency Parsing; Word Sense Disambiguation
Vector Semantics (Embeddings), Word2vec

Probabilistic Language Models
Ngram Classifier, Topic Modeling

Overall NLP Concept
lll. Language Modeling

Ethical Considerations
Masked Language Modeling (autoencoding)
Generative Language Modeling (autoregressive)
Applying LMs

IV. Applications

Language and Psychology
(advanced sentiment)

Speech and Audio Processing, Dialog (chatbots)

Reasoning Capabilities of LLMs
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Reasoning Capabilities of LLMs

Fact-based reasoning (Objective)

<

Question (Q) —» —  Answer (A)

<

Cognition and Theory-of-Mind (Subjective)

. Why did this
person behave or
think

this way?

Social-intelligence (Subjective)

Simulating interactions

? It's getting really cold. Any chance | can
have your blanket?

e

1 hmmm, but | am cold and | think | nee:
d this blanket more.

& Jo

? Well, can we share the blanket then? It
could make both of us warmer!

| am not really comfortable with staying
'\ that close to you, sorry.

Jo

9 | see, | guess in that case | will just layer
more clothes then =

Put more clothes on and move away
from William. (Interaction ends)

9@@

I SOTOPIA-EVAL

Mia did not achieve her social goals in the end,
and their relationship seems to be worse ...

@A



1. Question Answering

Question (Q) —» aﬁ — Answer (A)

Information Question Answer
Documents (corpus) Factoid vs non-factoid Single fact
Document Open vs closed domain Explanation
Knowledge Base Simple vs multi-step Document
Other modalities of Extracted span

data (image, video...
(imag ) Image or other object
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The goal of question answering is to build systems that automatically answer
questions posed by humans in a natural language



What is Question Answering?

Question (Q) —» QQ — Answer (A)

The goal of question answering is to build systems that automatically answer
questions posed by humans in a natural language

Who is the first person to go to Mariana Trench?

The first person to go to the Mariana Trench was the American oceanographer and adventurer
Don Walsh, who descended to its deepest point, the Challenger Deep, in 1960.



What is Question Answering?

Question (Q) —» QQ — Answer (A)

The goal of question answering is to build systems that automatically answer
questions posed by humans in a natural language

Who is the first person to go to Mariana Trench?

The first person to go to the Mariana Trench was the American oceanographer and adventurer
Don Walsh, who descended to its deepest point, the Challenger Deep, in 1960.

Q: From a user’s perspective, are you happy with the answer?



What is Question Answering?

Question (Q) —» QG — Answer (A)

The goal of question answering is to build systems that automatically answer
questions posed by humans in a natural language

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

tures. jpg

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.



What is Question Answering?

Question (Q) —» ﬁa — Answer (A)

The goal of question answering is to build systems that automatically answer
questions posed by humans in a natural language

GPT-4 visual input example, Extreme Ironing:
User

What is unusual about this image?

Q: From a user’s perspective, are you happy with the answer?

GPT-4

ing-Pictures. jpg

The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.



What is Question Answering?

Question (Q) —» QQ — Answer (A)

The goal of question answering is to build systems that automatically answer
questions posed by humans in a natural language

Question:
a) What do worms eat?

\Uhat
The earliest QA systems were built = ———
in the 1960s! b) Worms eat grass c) Grass is eaten by worms
(Simmons et al., 1964) o =Y-WEES: S0t reas
e‘t}rul wm\eat

grass
(complete agreement of dependencies)



Real-World Applications Everywhere!

GO gle Where is the deepest lake in the world? X § Q

Q All Q Maps (@ Images [ News (3] Videos : More Settings  Tools

About 21,100,000 results (0.71 seconds)

Siberia

Lake Baikal, in Siberia, holds the distinction of being both the deepest lake in the world and

the largest freshwater lake, holding more than 20% of the unfrozen fresh water on the
surface of Earth.



Real-World Applications Everywhere!

Google

How can | protect myself from COVID-19? X $ Q

Q Al (&) Images & News ) Shopping [ Videos i More Settings  Tools

The best way to prevent illness is to avoid being exposed to this virus. Learn how COVID-19 spreads
and practice these actions to help prevent the spread of this illness.

To help prevent the spread of COVID-19:

« Cover your mouth and nose with a mask when around people who don't live with you. Masks
work best when everyone wears one.

« Stay at least 6 feet (about 2 arm lengths) from others.

« Avoid crowds. The more people you are in contact with, the more likely you are to be exposed to
CoviID-19.

« Avoid unventilated indoor spaces. If indoors, bring in fresh air by opening windows and doors.

« Clean your hands often, either with soap and water for 20 seconds or a hand sanitizer that
contains at least 60% alcohol.

« Get vaccinated against COVID-19 when it’s your turn.

« Avoid close contact with people who are sick.

« Cover your cough or sneeze with a tissue, then throw the tissue in the trash.

« Clean and disinfect frequently touched objects and surfaces daily.

@ Learn more on cdc.gov

For informational purposes only. Consult your local medical authority for advice



Areas in Question Answering

Reading
Comprehension

Answer based on a document
Context is a one (or more) document(s)

Open-Domain QA

Answer based on encyclopedic knowledge
Context is the Internet (all knowledge)

Visual QA

Answer is simple and factual
Context is one/multiple image(s)



Areas in Question Answering

Reading e Answer based on a document
Comprehension e Contextis a one (or more) document(s)
Open-Domain QA e Answer based on encyclopedic knowledge

e Context is the Internet (all knowledge)

Visual QA e Answer is simple and factual
e Context is one/multiple image(s)



Reading Comprehension

Comprehend a passage of text and answer questions about its content

Passage (P) +  Question (Q) > Answer (A)



Q

Reading Comprehension (MCTest)

Comprehend a passage of text and answer questions about its content

Passage (P) +  Question (Q) > Answer (A)

Alyssa got to the beach after a long trip. She’s from Charlotte. She
traveled from Atlanta. She’s now in Miami. She went to Miami to visit
some friends. But she wanted some time to herself at the beach, so she
went there first. After going swimming and laying out, she went to her
friend Ellen’s house. Ellen greeted Alyssa and they both had some

lemonade to drink. Alyssa called her friends and Rachel to meet at
Ellan’e hAatca
Why did Alyssa go to Miami? A  To visit some friends

Richardson et al, 2013.



Reading Comprehension (MCTest)

Comprehend a passage of text and answer questions about its content

Passage (P) +  Question (Q) > Answer (A)

Alyssa got to the beach after a long trip. She’s from Charlotte. She
traveled from Atlanta. She’s now in Miami. She went to Miami to visit
some friends. But she wanted some time to herself at the beach, so she
P went there first. After going swimming and laying out, she went to her
friend Ellen’s house. Ellen greeted Alyssa and they both had some

lemonade to drink. Alyssa called her friends and Rachel to meet at
Ellen’s house.
Q Why did Alyssa go to Miami? A  To visit some friends

e ~3k questions from ~1k articles
e Multiple-choice questions
e Need for paraphrase, coreference resolution and

dealing with many distractors
Richardson et al, 2013.



Reading Comprehension (SQUAD)

Comprehend a passage of text and answer questions about its content

Passage (P) +  Question (Q) > Answer (A)

In meteorology, precipitation is any product of the condensation of

atmospheric water vapor that falls under gravity. The main forms of

precipitation include drizzle, rain, sleet, snow, graupel and halil...

P Precipitation forms as smaller droplets coalesce via collision with other
rain drops or ice crystals within a cloud. Short, intense periods of rain in

Q Where do water droplets collide with ice A  Within a cloud

crystals to form precipitation?

Rajpurkar et al, 2016.



Reading Comprehension (SQUAD)

Comprehend a passage of text and answer questions about its content

Passage (P) +  Question (Q) > Answer (A)

In meteorology, precipitation is any product of the condensation of

atmospheric water vapor that falls under gravity. The main forms of

precipitation include drizzle, rain, sleet, snow, graupel and halil...

P Precipitation forms as smaller droplets coalesce via collision with other
rain drops or ice crystals within a cloud. Short, intense periods of rain in

Q Where do water droplets collide with ice A  Within a cloud

crystals to form precipitation?

e 100k annotated (passage, question, answer) triples

e Answer is a short segment of text (or span) in passage

e Questions are crowd-sourced, passages are from
English Wikipedia, usually 100-150 words long

Rajpurkar et al, 2016.



Evaluating Reading Comprehension

Passage (P) + | Question (Q) > Answer (A)

In meteorology, precipitation is any product of the condensation of
atmospheric water vapor that falls under gravity. The main forms of
precipitation include drizzle, rain, sleet, snow, graupel and hail...
Precipitation forms as smaller droplets coalesce via collision with other

rain drops or ice crystals within a cloud. Short, intense periods of rain in
scattered locations are called “showers”.

Within a cloud
Where do water droplgts polllde with ice A Inside clouds
crystals to form precipitation?

Clouds

. Collide inside clouds

e Exact match (EM): 0 or 1
e max{0,0,0}=0

Rajpurkar et al, 2016.



Evaluating Reading Comprehension

Passage (P) + | Question (Q) > Answer (A)

In meteorology, precipitation is any product of the condensation of
atmospheric water vapor that falls under gravity. The main forms of
precipitation include drizzle, rain, sleet, snow, graupel and hail...
Precipitation forms as smaller droplets coalesce via collision with other

rain drops or ice crystals within a cloud. Short, intense periods of rain in
scattered locations are called “showers”.

Within a cloud
Where do water droplgts polllde with ice A Inside clouds
crystals to form precipitation?

Clouds

. Collide inside clouds

e F1: Partial credit
e max{0.33, 0.67, 0.33} = 0.67

Rajpurkar et al, 2016.



Models for Reading Comprehension

Passage (P) +  Question (Q) Answer (A)

Input: P = (p,, Poys---» Py) Q=1(d;, As---,9,,) N~100, M~15
Output: 0 < start < end < N+1 answer is a span in the passage



LSTM-Based Models for Reading Comprehension

Passage (P) +

Input: P = (p,, P,y..., Pp), Q=(q,, ds.-.00,)
Output: 0 < start < end < N+1

Output Layer

Modeling Layer

Attention Flow

Question (Q) Answer (A)

N~100, M~15
answer is a span in the passage

Start End
| Dense + Softmax ‘ | LSTM + Softmax ’
i m, ms my
s L L] L]
s ] L]
g1 92 ar

Query2Context and Context2Query

Layer Attention
hy h, hr Ui W
Phrase Embed s =
oo | B[ ][ ][] [] 5[} ]
Word Embed
Layer O &) & = (- (-
Character
Errbad ey E EH B =] — =
X4 X2 X3 Xt of Qu
J | —
Context Query Seo et al, 2017.



BERT-Based Models for Reading Comprehension

Passage (P) + = Question (Q) Answer (A)
Input: P = (p,, Poys---» Py) Q=1(d;, As---,9,,) N~100, M~15
Output: 0 < start < end < N+1 answer is a span in the passage

I

Encoder (BERT) )
P I
[CLS]& qjj[SEP]& Em/

Y 5 2

Question Passage



BERT-Based Models for Reading Comprehension

Start/End Span

o () e J ) (]
E1 EN E[SEP] E1 EM'
- - N . -
Tok ( Tok 1 Tok Tok
Ol
- N [SEP] 3 5
Question Paragraph

Question = Segment A
Passage = Segment B
Answer = predicting two endpoints in segment B

mccormickml.com



BERT-Based Models for Reading Comprehension

Start/End Span Question = Segment A
e Passage = Segment B
[ T ][ T[SEP]J[ T, } - EF Answer = predicting two endpoints in segment B

Segment

. | [ [ | . | B B mr - Embeddings

BERT +++f++|£]+++

—1
[CLS] How many have ? [SEP] BERT - large
\\‘ > /
Ecs) E1 o EN E[SEP] E1 EM Y
-ﬁ' e Question Reference
. L L | -
P N g N A )
[CLs] ﬁ* e ﬁr [SEP] T? aai ?r Question: How many parameters does BERT-large have?

‘_'—/ \_[—/ teference Text: BERT-large is really big... it has 24 layers
and an embedding size of 1,024, for a total

Question Paragraph of 340M parameters! Altogether it is 1.34GB,
so expect it to take a couple minutes to
download to your Colab instance.

mccormickml.com



BERT-Based Models for Reading Comprehension

Start/End Span

L g

BIE=EmER  BF

BERT

[CLS)

[CLS]

E1 “es EN E[SEP} E1' EM'
S BN N
gy N . B N -

AN N D & ™N / N\
T:"‘ Tz" [SEP] 7‘1’" T&"
Question Paragraph

L = —log pstart (s*) — log pena(€*)
Dstart (¢) = softmax; (w],  h;)

Pend(?) = softmax;(w/ h;)

where h; is the hidden vector of c;, returned by BERT

Question = Segment A
Passage = Segment B
Answer = predicting two endpoints in segment B

Segment

N N S S S O B - fmbeddings
+ + + + 4+ + 4+ o+ o+ o+

[CLS] How many have ? [SEP] BERT - large
\\ L /
Y
Question Reference
Question: How many parameters does BERT-large have?
Reference Text: BERT-large is really big... it has 24 layers

and an embedding size of 1,024, for a total
of 340M parameters! Altogether it is 1.34GB,
so expect it to take a couple minutes to
download to your Colab instance.

mccormickml.com



Is Reading Comprehension Solved?

(CLS]

[CLS]

Start/End Span
. Nm mm
L e [ ) (]
BERT
E, S lE B E,
NS
Ll - . L B
(=) N N\ .
S =1 1 .

Question

Paragraph

F1 EM
Human performance 91.2* 82.3*
BiDAF 77,3 67.7
BERT-base 88.5 80.8
BERT-large 90.9 84.1
XINet 045 89.0
RoBERTa 94.6 88.9
ALBERT 94.8 89.3

dev set, except for human performance



s Reading Comprehension Solved?

Questions that require long answers

Question: How do Jellyfish function without brains or ner-
vous systems? [...] (60 words)

Answer: Jellyfish may not have a brain, but they have a rough
nervous system and innate behaviours. However, they are
very simple creatures. They’re invertebrate: creatures with-
out a backbone. Most jellyfish have really short life spans.
Sometimes just a couple of hours. [...] As their name im-
plies, they are largely composed of basically jelly inside a
thin membrane. They’re over 95% water. (327 words)

Documents: [...] Jellyfish do not have brains, and most
barely have nervous systems. They have primitive nerve cells
that help them orient themselves in the water and sense light
and touch. [...] While they dont possess brains, the animals
still have neurons that send all sorts of signals throughout
their body. [...] They may accomplish this through the as-
sistance of their nerve rings. Jellyfish don’t have brains, and
that’s just where things begin. They don’t have many of the
body parts that are typical in other animals. [...] (1070 words)

ELI5S (Fan et al., 2019)



Is Reading Comprehension Solved?

Questions that require long answers

Questions that require discrete reasoning

Question: How do Jellyfish function without brains or ner-
vous systems? [...] (60 words)

Answer: Jellyfish may not have a brain, but they have a rough
nervous system and innate behaviours. However, they are
very simple creatures. They’re invertebrate: creatures with-
out a backbone. Most jellyfish have really short life spans.
Sometimes just a couple of hours. [...] As their name im-
plies, they are largely composed of basically jelly inside a
thin membrane. They’re over 95% water. (327 words)

Documents: [...] Jellyfish do not have brains, and most
barely have nervous systems. They have primitive nerve cells
that help them orient themselves in the water and sense light
and touch. [...] While they dont possess brains, the animals
still have neurons that send all sorts of signals throughout
their body. [...] They may accomplish this through the as-
sistance of their nerve rings. Jellyfish don’t have brains, and
that’s just where things begin. They don’t have many of the
body parts that are typical in other animals. [...] (1070 words)

ELI5S (Fan et al., 2019)

Q: Where did Charles travel to first, Castile or
Barcelona?

In 1517, the seventeen-year-old King sailed to
Castile, where he was formally recognised as
King of Castile. There, his Flemish court
provoked much scandal, ... In May 1518,
Charles traveled to Barcelona in Aragon,
where he would remain for nearly two years.
DROP (Dua et al., 2019)




Is Reading Comprehension Solved?
As of April 2025: Somewhat!

(2023;older work)

Setting CoQA DROP QuAC SQuADv2 RACE-h RACE-m
Fine-tuned SOTA 90.7° 89.1° 74.4°  93.0¢ 90.0° 93.1°
GPT-3 Zero-Shot  81.5 23.6 41.5 59.5 45.5 58.4
GPT-3 One-Shot  84.0 34.3 43.3 65.4 45.9 57.4

GPT-3 Few-Shot  85.0 36.5 44.3 69.8 46.8 58.1




Areas in Question Answering

Reading
Comprehension

Answer based on a document
Context is a one (or more) document(s)

Open-Domain QA

Answer based on encyclopedic knowledge
Context is the Internet (all knowledge)

Visual QA

Answer is simple and factual
Context is one/multiple image(s)




Open-Domain Question Answering

£

Question (Q) —» —  Answer (A)

2 S

‘ W "Tf’j
Q

“\ 4 V‘j

\X/IKIPEDIA

No given passage, just a large collection of documents (e.g., Wikipedia)
No idea where answer is located
Have to answer any open-domain questions

Very challenging, but more practical



Open-Domain Question Answering

Document R Document
Retriever o Reader

— > e > 833,500

) ik,

WIKIPEDIA

Chen et al, 2017.



Retriever-Reader Framework

Input: D = (D,, D,,..., D,), Q D: large collection of documents

Retriever: f(D, Q) — (P, P.,..., P K is pre-defined

Reader: g(Q, {P,, P,,..., P, }) = A



Dense Passage Retrieval

Question ¢ Passage p
' }
BERT( BERT p
| }
00000000 00000000
| }
h h

~, "

sim(q, p) = h]h,

Karpukhin et al, 2020.



Dense Passage Retrieval

Question ¢ Passage p =
l l .80
£
BERT BERT p 220
5
l l § i BM25
R # Train: 1k
00000000 00000000 -y —w— # Train: 10k
l F 50 —w— # Train: 20k
l —— # Train: 40k
h h —w— # Train: all (59k)

q P 40 - : — . —
20 40 60 80 100
\ / k: # of retrieved passages

sim(q,p) = h, h,

Karpukhin et al, 2020.



Dense Retrieval + Generative Models

7~

Where was Alan
Turing born?
..

Generative
seq2seq model

Alan Turing

N

/

was a British

computer
scientist. N
Born in Maida Maida Vale,
Vale, London.. London
J

Fusion-in-decoder (FID)

DPR + T5

Izacard and Grave, 2020.



Dense Retrieval + Generative Models

Where was Alan 2

Turing born?
Generative
seq2seq model
Alan Turing 5/
was a British

computer

~

scientist.
Born in Maida
Vale, London..

Maida Vale,
London

Fusion-in-decoder (FID)

DPR + T5

Model NaturalQuestions  TriviaQA
ORQA (Lee et al., 2019) 31.3 45.1 -
REALM (Guu et al., 2020) 38.2 - -
DPR (Karpukhin et al., 2020) 41.5 57.9 -
SpanSeqGen (Min et al., 2020) 42.5 - -
RAG (Lewis et al., 2020) 44.5 56.1 68.0
TS5 (Roberts et al., 2020) 36.6 - 60.5
GPT-3 few shot (Brown et al., 2020) 29.9 - 71.2
Fusion-in-Decoder (base) 48.2 65.0 77.1
Fusion-in-Decoder (large) 51.4 67.6 80.1

Izacard and Grave, 2020.



Generative Models for Open-Domain QA

[President Franklin <M> born <M> January 1882.

D. Roosevelt was <M> in ]

Lily couldn't <M>. The waitress -
had brought the largest <M> of believe her eyes <M=
chocolate cake <M> seen. piece <M> she had ever
o
Our <M> hand-picked and sun-dried peaches are <M> at our
<M> orchard in Georgia.

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning

When was Franklin D. 1882
Roosevelt born?

Roberts et al, 2020.



Multi-Step Questions Answering

Questions to answer which we need multiple steps of reasoning.




What are Multi-Step Questions

Questions to answer which we need multiple steps of reasoning.

Where did OpenAl’'s CEO go for undergrad?

'0‘
N

e Who is OpenAl's CEO = Sam Altman
e Where did Sam Altman go for undergrad? = Stanford University

Stanford University




Why should we care about Multi-Step Questions?



Why should we care about Multi-Step Questions?

Many of our day-to-day information needs require multi-step reasoning.




Why should we care about Multi-Step Questions?

Many of our day-to-day information needs require multi-step reasoning.

Which vegetarian restaurants near me are open if I've a peanut allergy?

e Find a list of open restaurants near me. ,‘0‘
e Select the ones which have vegetarian options in the menu.
e Select the ones which have peanut-free options in the menu.




Why should we care about Multi-Step Questions?

Many of our day-to-day information needs require multi-step reasoning.

Can | finish GOT Season 7 if I've 10 hours this weekend?

4
e Get a list of episodes and duration of GOT from season 7. .‘ >
e Sum the time duration of GOT for all the episodes.
e Check if the total duration is less than 10 hours.

To satisfy such information needs, we need models that perform multi-step reasoning.




Chain-of-thought (CoT) Prompting

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

e J

A: The answer is 27. x )

Wei et al. (2022)

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

Ree A

3

A:

answeris 9.



https://arxiv.org/abs/2201.11903

Zero-shot Chain-of-thought Prompting

(a) Few-shot

aoger has 5 tennis balls. He buys 2 more cans of tenb
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of terﬁ
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are goif

L 9 /
(c) Zero-shot

/Q: A juggler can juggle 16 balls. Half of the balls are golf balls, \
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

%, /

Kojima et al. (2022)

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
&ue So there are 8 /2 = 4 blue golf balls. The answer is 4. /J

(d) Zero-shot-CoT (Ours)

6 A juggler can juggle 16 balls. Half of the balls are golf balla
and half of the golf balls are blue. How many blue golf balls are

—thore?d
A: Let’s think step by step.

(butput) There are 16 balls in fotal. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

Qre blue. That means that there are 4 blue golf balls. v /



https://arxiv.org/abs/2205.11916

What are the Challenges of Multi-Step QA?



Reading Comprehension QA

Challenges of Multi-Step QA

Open-Domain QA



Reading Comprehension QA

Challenges of Multi-Step QA

Reading Comprehension QA

0 Where did OpenAl’'s CEO go for undergrad?




Reading Comprehension QA

Challenges of Multi-Step QA

Reading Comprehension QA

0 Where did OpenAl’'s CEO go for undergrad?

Context
(Few Paragraphs)



Reading Comprehension QA

Challenges of Multi-Step QA

Reading Comprehension QA

0 Where did OpenAl’'s CEO go for undergrad?

= ‘@f@ F

Context Model
(Few Paragraphs)




Reading Comprehension QA

Challenges of Multi-Step QA

Reading Comprehension QA

0 Where did OpenAl’'s CEO go for undergrad?

2
= ‘OAOF Stanford University
Context Model Answer

(Few Paragraphs)



Reading Comprehension QA

Challenges of Multi-Step QA

train evaluate
Dataset Model Evaluation Score

Reading Comprehension QA

0 Where did OpenAl’'s CEO go for undergrad?

»

§ [Ya¥] Stanford University
Context Model Answer

(Few Paragraphs)



Challenges of Multi-Step QA

Open-Domain QA



Challenges of Multi-Step QA

Open-Domain QA

Open-Domain QA

e Where did OpenAl’'s CEO go for undergrad?

v

N / 2
— 1OAOF i Stanford University

E£w Paragrapis Model Answer



Challenges of Multi-Step QA

Open-Domain QA

Open-Domain QA

e Where did OpenAl’'s CEO go for undergrad?

v

% 500 a
\oa j) — 1OAOF — Stanford University

Wikipedia Corpus Model Answer



Challenges of Multi-Step QA

Open-Domain QA

Dataset

B

evaluate

prompt

Large LMs

Evaluation Score
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0 Where did OpenAl’'s CEO go for undergrad?

Wikipedia Corpus
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Challenges of Multi-Step QA

Open-Domain QA

“wrain_ evaluate

Dataset Large LMs Evaluation Score
prompt

Open-Domain QA

e Where did OpenAl’'s CEO go for undergrad?

g ﬂ:? = OpenAl's CEO is Sam Altman.
o n [Ca0) = Sam Altman went to Stanford for undergrad.
< . So the answer is Stanford University

Wikipedia Corpus Model Step-by-Step Reasoning + Answer




State of Few-Shot Multi-Step Open-Domain QA

Model HpQA®* HpQA 2WikiMQA MQ*
InterAug —1— 3031— — - — -
ReAct —1— 3511- — |- — -
SelfAsk  — 1| — —l—  4011— 1521—
DecomP  —150.0 —1|— —1593 —1I-—

> EM | F1

IRCoT QA 45.8158.5 49.3160.7 57.7168.0 34.2143.8




Fact-based reasoning (Objective)

Question (Q) —» —  Answer (A)

2%
<

Cognition and Theory-of-Mind (Subjective)

Why did this
person behave or
think

this way?

Reasoning Capabilities of LLMs

Social-intelligence (Subjective)

Simulating interactions

? It's getting really cold. Any chance | can
have your blanket?

e

1 hmmm, but | am cold and | think | nee:
d this blanket more.

& Jo

? Well, can we share the blanket then? It
could make both of us warmer!

| am not really comfortable with staying
'\ that close to you, sorry.

Jo

9 | see, | guess in that case | will just layer
more clothes then =

Put more clothes on and move away
from William. (Interaction ends)

9@@

I SOTOPIA-EVAL

Mia did not achieve her social goals in the end,
and their relationship seems to be worse ...

@A



Theory-of-Mind

Sean puts the book in the box and leaves to get something
to eat in the kitchen. While he is away, Anna moves the
book from the box to the basket. Sean comes back into the
room and wants to read more of his book.

Q: Sean thinks the book isinthe ___.



Theory-of-Mind

Sean puts the book in the box and leaves to get something
to eat in the kitchen. While he is away, Anna moves the
book from the box to the basket. Sean comes back into the
room and wants to read more of his book.

Q: Sean thinks the bookisinthe . box v/ other X



What is Theory-of-Mind?

Theory of mind is the ability to understand the thoughts, beliefs, desires, and
emotions of other people.

In this case, it is the ability of models to understand human beliefs, cognition,
emotions and behaviors.



Sean puts the book in the box and leaves to get something
to eat in the kitchen. While he is away, Anna moves the
book from the box to the basket. Sean comes back into the
room and wants to read more of his book.

Q: Sean thinks the bookisinthe ___. box v other X

False Belief (Wimmer & Perner, 1983)

Short Stories (Dodell-Feder et al., 2013)

[The End of Something by Ernest Hemingway]
Q: Why does Nick say to Marjorie, “You know everything”?
He’s being sarcastic to provoke a fight v

He thinks Marjorie is a know-it-all X

You and Jonathan both notice a blinking light, which
indicates that the car’s heating system is broken... Jonathan
shivers in his seat. He turns to you and says, “Man, it’s really
cold in here.”

Indirect Request (Trott & Bergen, 2020)

No « Yes X

Q: Do you think he is making a request?

Jones et al. (2023)

Benchmarks for Theory-of-Mind

Recursive Mindreading (0’Grady et al., 2015)

[Story containing recursively embedded mental states]

Q: Which continuation is consistent with the story?

A) John thinks Sheila hasn’t realised that he likes her. ~/
B) John thinks Sheila has realised that he likes her. X

Strange Stories (Happé, 1994)

Peter thinks Aunt Jane’s hat is very ugly indeed. But when
Aunt Jane asks Peter, "How do you like my new hat?", Peter
says, "Oh, its very nice".

Q: Why does Peter say that?

He’s lying to spare her feelings ~/ Because he’s nice )X

Scalar Implicature (Goodman & Stuhlmiiller, 2013)

David ordered 3 pizzas which almost always have cheese in
the crust. David tells you: "I have looked at 3 of the 3 pizzas.
Some of the pizzas have cheese in the crust."

Q: How many pizzas do you think have cheese in the crust
Bet $100 across 4 options (0,1,2,3) pB3)v  other X


https://openreview.net/pdf?id=e5Yky8Fnvj

Performance of recent LLMs

1.00
______ Human baseline
0.75 text—davinci—-002
2 ada . davinci
8 babbage Cure
5 0.50 s
3
< text—curie—001

text—-ada-001

0.95 text—-babbage-001

0.00
10° 16'° {o'
Number of Parameters

Model Type ‘ base A instruct
Trott et al. (2023).



https://onlinelibrary.wiley.com/doi/full/10.1111/cogs.13309

Cognitive Styles — or Thinking Patterns



Surface-form of Language or “What They Say”

Simple, lexical models can pick these signals up.

J | am depressed.

| am feeling great.

72



Cognitive Styles or “How They Think”

Dissonance e Modern LLMs are able to pick this

| know smoking up to some extent.
could kill you, but /
need it for my job!

e These expressions reveal cognitive

Catastrophizing processes.
My friends went to a party, e Deep Semantic Modeling can
they forgot to invite me. capture these complex relationships
They probably hate me. ( more explicitly.

73



Cognitive Styles: An Experimental Validation

[1. Writing to evoke Cognitive Style J

Discourse
Features

Recently | had to move to a '
different country for a job ... :
_+ it's difficult without friends ... :
\ but I love my job. 5

Capturing Human Cognitive Styles with Language: Towards an Experimental Evaluation Paradigm (Varadarajan et al., NAACL 2025)

In this work:
Decision-making
Cognitive Style

74


https://arxiv.org/abs/2502.13326

Cognitive Styles: An Experimental Validation

In this work:
Decision-making
Cognitive Style

‘ 2. Cognitive Experiment J

4‘ . Pre- experlment Measurement t Validate

(Inducing a P
Cognitive @ Cogn1t1ve Experiment — Cosgtl;llt;ve
Process)

o

Post-experiment Measurement
< 5

Capturing Human Cognitive Styles with Language: Towards an Experimental Evaluation Paradigm (Varadarajan et al., NAACL 2025) 75
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Cognitive Styles: An Experimental Validation

[1 Writing to evoke Cognltlve Style J

Features
‘ 2. Cognitive Experiment ]

(’ . Pre- experlment Measurement t Validate

(Inducing a iti
Cognitive @ Cogn1t1ve Experiment — Cosgt';'l;ve
Process)

1 Recently | had to move to a'

= different country for a job ...
 it’s difficult without friends ...
\ but | love my job.

In this work:
Decision-making
Cognitive Style

o

%‘ : Post-experlment Measurement

Capturing Human Cognitive Styles with Language: Towards an Experimental Evaluation Paradigm (Varadarajan et al., NAACL 2025) 76
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1. Writing Task: Describe a recent decision

@taying in a relationship witm /I\/Iy mom was in a serious car accident and\

my partner, despite him | was her healthcare proxy so | needed to
being controlling. ... make decisions regarding her health while
becomes super passive in the ICU. The most difficult decision ... to
aggresive and tells me how put her in a medically induced coma ...

thats selfish ... and he loves The risks involved were definitely severe

my family,... im not ready to /K my mom would most likely be okay ... /

let him go...

| had to spend less time with my best
o o friends...The amount of time | spent
".‘,’.“ on the mobile and desktop app

{ Y Discord needed to decrease ...
(ol J

Capturing Human Cognitive Styles with Language: Towards an Experimental Evaluation Paradigm (Varadarajan et al., NAACL 2025)



https://arxiv.org/abs/2502.13326

2. Cognitive Experiment

Pre-decision
Preferences

18 minute cot

Select how desirable:

e High sala

nmute

Pre-decision
Preference Survey

. Experimental Job Offer Scenario

Preference change

78

Simon, Dan, Daniel C. Krawczyk, and Keith J. Holyoak. "Construction of preferences by constraint satisfaction." Psychological Science 15.5 (2004): 331-336.



2. Cognitive Experiment: Experimental Job Offer Scenario

Preference change

=N

o N
Pre-decision Decision
Preferences q Making

KOutcomes

~

Inducing Dissonance

Select how desirable: Job Offers (pick one):

- - ————

e High sala L High salary, E Low salary,
é#' i Quick

_ Longer
e |8 minute commute

commute ' commute
[ Funl | [ Dulll |
. . Influence
Pre-decision .
Preference Survey Job Offer Choice

79
Simon, Dan, Daniel C. Krawczyk, and Keith J. Holyoak. "Construction of preferences by constraint satisfaction." Psychological Science 15.5 (2004): 331-336.



2. Cognitive Experiment: Experimental Job Offer Scenario

Preference change

_ = Decision -

Pre-decision ( fali Post-decision

Preferences ARIng Preferences
KOutcomes

Inducing Dissonance

Select how desirable: Job Offers (pick one): Select how desirable:
° le __,| | High salary, E LO\jv salary, !
_ Longer i Quick i !
e 18 minute commute commule | conimute E e 18 minute commute
[ Funit_| [ Dullll | o
o Influence ..
Pre-decision . Post-decision

Preference Survey Job Offer Choice Preference Survey

80
Simon, Dan, Daniel C. Krawczyk, and Keith J. Holyoak. "Construction of preferences by constraint satisfaction." Psychological Science 15.5 (2004): 331-336.



Choice-Induced Shifts (CIS) aka Preference Change

e People exhibit positive shifts
o generally adjust preference towards justifying their choice

100 1

75

25

0 a——

RIS IS I A T S T e T SRR SR R R R R S S
0@0 Qb‘Q'bQ’bQ(LQQ’Q f QQQQQQQ Q- QWQQ’QQ’QQ’Q&Q

Choice-Induced Shift

Capturing Human Cognitive Styles with Language: Towards an Experimental Evaluation Paradigm (Varadarajan et al., NAACL 2025)
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Results

Baselines AUC || Discourse feats AUC k
Random 0.50 || [Causal 0.81 1
Llama3.1 (0-sh) 0.56 || [Counterfactual 0.80 1
Gemma (0-sh) 0.56 || |Consonance 0.81 1
Llama3.1 (4-sh) 0.64 || | Dissonance 0.80 1
Gemma (4-sh) 0.79 || |DiscRE (full) 0.76 845
RoBERTa-L23 0.69 || |DiscRE (16-D) | 0.79 16

-> Discourse can predict actual changes in cognitive states.

Capturing Human Cognitive Styles with Language: Towards an Experimental Evaluation Paradigm (Varadarajan et al., NAACL 2025)
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Supplement



Answering Why-Questions

Matt and Sarah were pregnant.

They wanted to announce it in a fun way.

They wrote it on a cake.

They invited their friends over. .'v;,hy, why would >

When their friends saw the cake, they you do that?

were excited.

Why were Matt and Sarah pregnant?

Knowing why is important for reasoning about events

Lal et al, 2021.



Answering Why-Questions

TellMeWhy: A Dataset for Answering Why-Questions in Narratives 20
1.0..“:‘:&

N
o o]

VewonGitdub || Dovnload in JSON format | | Download In CSY format

1.5 1

TellMeWhy: A Dataset for Answering Why-
Questions in Narratives

1.0

TellWeWhy is a arge- made up of more than 30k questions and fr

Sincea

question can have many valid answers, we als an easy-to-us
should be used models for this why task. Our paper
“TellMieWhy: A Dataset for Answering Why-Questions in Narratives” published in Findings of ACL
CNLP 2021, The camera ready version is available on ArXiv here. The Anthology version s available
here. It can also be found here. The videa for the ACL Findings talk can be found here and the slides
are here. This work was also presented in a poster session a M workshop at ACL-JCNLP 2021,

0.5

o
o
N

andea got & job a1 the 700, She loved

0.0

Avg Likert Score (-2t0 2)

Question: Why di Sunda o 10 ook st the polar
ears dring ber unch reak?
Ans:she wanted o ke some picteesof them.

Dataset Information —0 5
st #stories | #Questions T5-base Human
Tran s 2ases
v oas 2002
Test s 3080
Model Name
Toul s s

Lal et al, 2021.



Using Commonsense to Answer Why-Questions

Matt and Sarah were pregnant.

They wanted to announce it in a fun way.

They wrote it on a cake.

They invited their friends over.

When their friends saw the cake, they

were excited. Q: Why were Matt and Sarah pregnant?
Commonsense Knowledge: @
A become pregnant to have
babies —> | T5
A can become pregnant from
sexual intercourse @

They wanted to have a baby

Lal et al, 2022.



Using Commonsense to Answer Why-Questions

Matt and Sarah were pregnant.

They wanted to announce it in a fun way.

They wrote it on a cake.

They invited their friends over.

When their friends saw the cake, they

were excited.

Larger Model

External Commonsense
Resource

Commonsense Knowledge:

A become pregnant to have
babies

A can become pregnant from
sexual intercourse

—

U

15

y

Q: Why were Matt and Sarah pregnant?

They wanted to have a baby

Lal et al, 2022.



Avg Likert Score (-2to 2)

20

1.5

1.0

05

0.0

How Good are Models?

B Vanilla W With Knowledge

0.56

T5-base

T5-11B GPT-3

Model Name

1.28

Human

Lal et al, 2022.



